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More powerful, next-generation approaches to safety management and safety-driven design and decision-making are required in order to meet the mission safety and assurance goals for human space exploration in an affordable and effective way. The assumptions underlying our current safety and mission assurance approaches do not match the basic properties of some new types of hardware technology, particularly digital hardware, software, complex human decision-making and human-automation interaction, and accidents that arise from dysfunctional system component interactions rather than component failures. This paper describes a new model of accident causation, called STAMP (System-Theoretic Accident Model and Processes), that integrates all elements of risk, including technical, organizational, and social. The new model provides the foundation for next-generation hazard analysis techniques, more comprehensive incident and accident root-cause analysis, and continuous risk management systems to enhance decision-making in complex systems-of-systems. 

I. Introduction

T

O achieve the levels of safety and reliability required for successful space exploration, more powerful safety analysis and design techniques will be needed. Traditional hazard analysis and risk assessment techniques (such as Fault Tree Analysis, FMEA/CIL, and Probabilistic Risk Assessment) were created for mechanical systems and later extended to electro-mechanical systems and are better at evaluating completed designs than driving early design decisions. They rest on the assumption that accidents result from component failure and thus miss the increasingly common accidents resulting from interactions among systems and components—such as foam hitting the Orbiter RCC panels or software thinking the spacecraft has landed and cutting off the descent engines prematurely. When building systems-of-systems that are software-intensive and require complex human decision-making and human-automation interaction as well as distributed decision-making, today’s techniques are inadequate—extremely expensive to apply and capable of only limited results. The complexities involved in the interactions among components in sophisticated spacecraft and systems-of-systems overwhelm existing safety engineering techniques based on analyzing individual component failure, do not handle components like software (which is essentially design abstracted from its physical representation and thus does not ``fail’’), and present sometimes overwhelming challenges to organizations managing such complex systems. Billions of dollars have been lost in spacecraft mishaps in the past few years, including the Ariane 501, various Titan launch mishaps, and, of course, Columbia. Every recent Mars mission has run into software problems.

     This paper describes an approach to safety management and safety-driven design that overcomes the limitations of current safety analysis and risk management techniques. The approach rests on a new model of accident causation called STAMP (Systems-Theoretic Accident Modeling and Processes), which extends the types of accidents that can be handled today. STAMP integrates all elements of risk, including technical, organizational and social. Note that safety here is not limited to human safety and crew survival, but also includes loss of mission, loss of equipment, and negative environmental impacts.

     The underlying theoretical foundation of STAMP comes from system and control theory rather than component reliability theory: it assumes accidents occur when component failures, external disturbances, and/or dysfunctional interactions among systems or system components (including hardware, software, humans, and organizational components) are not adequately handled by the system design, the system operators, and management. Rather than conceiving of accidents as resulting from chains of component failure events, STAMP views accidents as the result of flawed processes involving interactions among people, societal and organizational structures, engineering activities, and physical system components. The process leading up to an accident can be described in terms of an adaptive feedback function that fails to maintain safety constraints as performance changes over time to meet a complex set of goals and values. In the Space Shuttle Challenger accident, for example, the O-rings did not adequately control the propellant gas release by sealing a tiny gap in the field joint. In the Mars Polar Lander loss, the most likely scenario is that the software did not adequately control the descent speed of the spacecraft—it interpreted noise from a landing leg sensor as an indication the spacecraft had reached the surface of the planet.

     STAMP can serve as the foundation for developing:

· More effective, next-generation hazard analysis techniques that handle new hardware technology, software, human errors, and dysfunctional system interactions as well as management decision-making; 

· New risk assessment and risk management techniques that work for systems-of-systems and augment the traditional probabilistic approaches with additional non-probabilistic information to use in design and decision-making; 

· Visualization tools for enhancing understanding of risk and design safety; and

· New approaches to developing effective risk metrics and performance monitoring to detect when risk is increasing to an unacceptable level.

In the next section, the new STAMP model of accident causation is presented. The rest of the paper describes how STAMP can be used in incident and accident analysis, hazard analysis, and comprehensive risk management systems.

.

II. The STAMP Model of Accident Causation

     Traditionally in engineering, accidents have been viewed as resulting from a chain of failure events, each directly related to its “causal” event or events.  The event(s) at the beginning of the chain is labeled the root cause. Almost all hazard analysis and risk assessment techniques, such as FMEA, fault tree analysis, and probabilistic risk analysis, are based on this linear notion of causality. 

     These traditional techniques were created in an era of mechanical systems and then adapted for electro-mechanical systems. The assumptions underlying these systems, however, do not fit the complex, software-intensive systems we are attempting to build today, which often involve human–machine systems-of-systems with distributed decision-making across both physical and organizational boundaries. In these new, more complex systems, we are starting to experience increasing numbers of system accidents, where the components function as designed (i.e., do not fail) but the problems instead arise in the non-linear, dynamic interactions among components and systems. 

    The traditional techniques also do not support the complex human decision-making required to develop and operate tomorrow’s highly automated systems, including not only the technical but the organizational and social aspects of safety and safety culture.  Engineering technical decisions and organizational decisions are intimately related—good engineering decisions can be invalidated by poor management decisions. We need hazard analysis and risk assessment techniques that consider technical and social aspects and their interrelationships as an integrated whole and will assist us in creating self-analytic and learning organizations that optimize the knowledge gained from each space exploration mission and spiral. 

    To handle the complex, indirect, and non-linear interactions in complex systems-of-systems, traditional models of linear causality need to be augmented. Rather than modeling accident causation as chains of linearly related failure events, our new accident model, called STAMP (Systems-Theoretic Accident Modeling and Processes), uses a more general notion that accidents result from inadequate enforcement of safety constraints in design, development, and operation.1 The new model includes the old one as a subset, but generalizes beyond physical failures to include, in addition, causal factors involving dysfunctional interactions among non-failing components, software and logic design errors, errors in complex human decision-making, organizational safety culture flaws, etc.  

     STAMP is based on systems theory and draws on basic concepts from engineering, mathematics, cognitive and social psychology, organizational theory, political science, and economics. Systems theory was developed after World War II to cope with the vastly increased complexity of the systems, particularly military systems, starting to be built at that time.2  In systems theory, systems are viewed as interrelated components that are kept in a state of dynamic equilibrium by feedback loops of information and control. Systems are not treated as a static design but as dynamic processes that are continually adapting to achieve their ends and to react to changes in themselves and their environment. To be safe, the original design must not only enforce appropriate constraints on behavior to ensure safe operation (i.e., to enforce the system safety constraints), but the system must continue to operate safely as changes and adaptations occur over time to meet a complex set of goals and values under changing social and technical conditions.

     When using our new STAMP accident model, safety is treated as a control problem. Accidents occur when component failures, external disturbances, and/or dysfunctional interactions among system components are not adequately handled. In other words, accidents result from inadequate control or enforcement of safety-related constraints on system design, development, and operation.  Accidents such as the Challenger and Mars Polar Lander losses, involving engineering design errors, may stem from inadequate control over the development process, i.e., risk is not adequately managed in design, implementation, and manufacturing. Control is also imposed by the management functions in an organization—the Challenger accident, for example, involved inadequate controls in the launch-decision process and in the response to external pressures—and by the social and political system within which the organization exists.

     While events and event chains reflect the effects of dysfunctional interactions and inadequate enforcement of safety constraints, the inadequate control itself is only indirectly reflected by the events—the events are the result of the inadequate control.  The control structure itself, therefore, must be carefully designed, evaluated, and monitored to ensure that the controls are adequate to maintain the constraints on behavior necessary to control risk.  This definition of safety risk management is broader than definitions that specify particular activities or tools.  STAMP, being based on systems and control theory, provides the theoretical foundation to develop the techniques and tools, including modeling tools, to assist designers and managers in managing safety risk in this broad context.

      Note that the use of the term “control” does not imply a strict military command and control structure. Behavior is controlled not only by direct management intervention, but also indirectly by policies, procedures, shared values, and other aspects of the organizational culture. All behavior is influenced and at least partially “controlled” by the social and organizational context in which the behavior occurs.  Engineering this context can be an effective way to create and change a safety culture. 

     The model includes accidents caused by basic component failures. Component failures may result from inadequate constraints on the manufacturing process; inadequate engineering design such as missing or incorrectly implemented fault tolerance; lack of correspondence between individual component capacity (including humans) and task requirements; unhandled environmental disturbances (e.g., EMI); inadequate maintenance, including preventive maintenance; physical degradation over time, etc. Hazards related to physical component failure must be controlled through system design or manufacturing processes and maintenance procedures. 

     STAMP has three basic concepts: safety constraints, hierarchical safety control structures, and process models.

A.  Safety Constraints

     The most basic concept in STAMP is not an event but a constraint. In systems theory, systems are viewed as hierarchical control structures where each level imposes constraints on the activity of the level beneath it—that is, constraints or lack of constraints at a higher level allow or control lower-level behavior. Safety-related constraints specify those relationships among system variables that constitute the non-hazardous or safe system states: for example, the power must never be on when the access door to the high-voltage source is open; launchers must generate adequate thrust to achieve a safe orbit; and descent lander velocity must be limited to a level that precludes damage upon impact with a planetary or Lunar surface. 
     Instead of viewing accidents as the result of an initiating (root cause) event in a series of events leading to a loss (which must somehow be broken in order to prevent them), accidents are viewed as resulting from interactions among components that violate the system safety constraints.  The control processes (both social and technical) that enforce these constraints must limit system behavior to the safe changes and adaptations implied by the constraints. Preventing accidents requires designing a control structure, encompassing the entire socio-technical system, that will enforce the necessary constraints on development and operations. 

B.  Hierarchical Safety Control Structures

     Figure 1 shows a generic hierarchical safety control model, which has to be tailored to the specific organization and system (Fig. 5 shows an example). Accidents result from inadequate enforcement of constraints on behavior (e.g., the physical system, engineering design, management, and regulatory behavior) at each level of the socio-technical system. The model in Fig. 1 has two basic hierarchical control structures—one for system development (on the left) and one for system operation (on the right)—with interactions between them. A spacecraft manufacturer, for example, might only have system development under its immediate control, but safety requires control over both spacecraft development and operations and neither can be achieved in isolation: Safety must be designed into the system as a whole, and safety during operation depends partly on the original design and partly on effective control over operations and the changes and adaptations in the system over time. Spacecraft manufacturers must communicate to their customers (the operators) the assumptions about the operational environment upon which the safety analysis was based, as well as information about safe operating procedures. The operational environment, in turn, provides feedback to the manufacturer about the performance of the system during operations.

      For the space exploration initiative, the feedback loop and linkages between operational performance and system design are particularly important if we are to maximize learning during the long-term development process that will be required. Achieving our ambitious space exploration goals will require optimal learning from each mission and the ability to apply lessons learned to future missions and system development spirals. NASA will need to create an organizational control structure for safety and mission assurance that is self-reflective, self-analytical, sustainable, and capable of compiling and applying lessons learned.
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Figure 1.
 Generic Safety Control Structure

C.  Control Loops and Process Models

     One or more control loops operate between the hierarchical levels of each control structure with a downward channel providing the information or commands necessary to impose constraints on the level below and a measuring channel to provide feedback about how effectively the constraints were enforced. For example, company management in the development process structure may provide a safety policy, standards, and resources to project management and in return receive status reports, risk assessment, and incident reports as feedback about the status of the project with respect to the safety constraints.

     At each level of the control structure, inadequate control may result from missing safety constraints, inadequately communicated constraints, or from constraints that are not enforced correctly at a lower level.  Feedback during operations is critical here.  For example, the safety analysis process that generates constraints always involves some basic assumptions about the operating environment of the process.  When the environment changes such that those assumptions are no longer true, the controls in place may become inadequate.

     Figure 2 shows a typical control loop operating between levels. Any controller must have a model (for human controllers this is a mental model) of (1) the current state of the system being controlled, (2) the required relationship between system variables, and (3) the ways the process can change state. Accidents, particularly system accidents, frequently result from inconsistencies between the model of the process used by the controllers and the actual process state; for example, the lander software thinks the lander has reached the planet surface and shuts down the descent engine or the mission manager believes that foam shedding is a maintenance or turnaround issue only.  Part of STAMP-based hazard analysis efforts involve identifying the process models required for safe operation, examining the ways they can become inconsistent with the actual state (such as missing or incorrect feedback), and determining what feedback loops, redundancy, or other design features are necessary to maintain the safety constraints.
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Figure 2: Every Controller Contains a Model of the Component Being Controlled

    When there are multiple controllers and decision makers, i.e., distributed control and decision making, system accidents may result from inadequate coordination among several controllers and decision makers, including side effects and conflicts between independently made decisions and control actions. While decision makers usually make decisions that are “locally” rational, when taken into the context of the larger system design and operation, these decisions and actions may interact in unexpected ways to produce an accident. Accidents are most likely to occur in boundary areas between system components or areas of overlapping control.3 Such coordination flaws are often the result of inconsistent process models.  For example, two controllers may both think the other is making the required control action resulting in neither doing it, or they make control actions that conflict with each other.  Communication plays an important role here, and one use for STAMP models is in the design of communication channels and the information each actor needs in a distributed control or decision-making environment.

     The safety control structure often changes over time, which accounts for the observation that accidents in complex systems frequently involve a migration of the system toward a state of heightened risk where a small deviation (in the physical system or in human behavior) can lead to a catastrophe. The foundation for an accident is often laid years before the loss actually occurs. One event may trigger the loss but if that event had not happened, another one would have. The Bhopal MIC (methyl isocyanate) release, which is among the worst industrial accidents in history, was blamed by Union Carbide and the Indian government on human error—the improper cleaning of a pipe at the chemical plant. However, this event was only a proximate factor in the loss. Degradation of the safety margin at the Union Carbide Bhopal plant had occurred over many years, without any particular single decision to do so, but simply as a series of decisions that moved the plant slowly toward a situation where any slight error would lead to a major accident. An argument can be made that both the Challenger and Columbia losses involved this type of long term degradation of safety margins and increasing system risk.4

      Degradation of the safety control structure over time may be related to asynchronous evolution, where one part of a system changes without the necessary changes in other parts.  Changes to subsystems may be carefully designed, but consideration of their effects on other parts of the system, including the control aspects, may be neglected or inadequate.  Asynchronous evolution may also occur when one part of a properly designed system deteriorates.  In both these cases, the erroneous expectations of users or other system components about the behavior of the changed or degraded subsystem may lead to accidents.  The Ariane 5 trajectory changed from that of the Ariane 4, for example, but the inertial reference system software did not.  One factor in the loss of contact with SOHO (SOlar Heliospheric Observatory) spacecraft in 1998 was the failure to communicate to operators that a functional change had been made in a procedure to perform gyro spin-down. A goal for our modeling tools is to help decision makers understand the effects of asynchronous changes to the safety control structure to assist in evaluating the impact on risk of potential changes.

     Figure 3 shows a classification of control errors that can lead to accidents. The factors are derived from the basic properties of control loops. The classification forms the basis for a new type of hazard analysis called STPA (StamP

Analysis), which is described further in Section IV.
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Figure 3.
 Control Flaws Leading to Hazards

     So far, the models shown have been static models of the safety control structure. But models are also needed to understand why the safety control structure changes over time in order to build in protection against unsafe changes.  For this goal, we use system dynamics models.  The field of system dynamics, created at MIT in the 1950s by Jay Forrester, is designed to help decision makers learn about the structure and dynamics of complex systems, to identify high leverage policies for sustained improvement, and to catalyze successful implementation and change.  System dynamics provides a framework for dealing with dynamic complexity, where cause and effect are not obviously related. Like the other STAMP models, it is grounded in the theory of non-linear dynamics and feedback control, but also draws on cognitive and social psychology, organization theory, economics, and other social sciences.5,6 System dynamics models are formal and can be executed, like our other models.  These  models can be used as part of an integrated set of executable and analyzable models (structural and dynamic) to support risk management.

     Figure 4 shows a simplified systems dynamics model of the Columbia accident.  This model is only a hint of what a complete model might contain.  The loops in the figure represent feedback control loops where the “+” or “-“ shown on the loops represent polarity or the relationship (positive or negative) between state variables: a positive polarity means that the variables move in the same direction while a negative polarity means that they move in opposite directions. There are three main variables in the model: safety, complacency, and success in meeting launch rate expectations.
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Figure 4.
 A Simplified Systems Dynamics Model of the Columbia Accident Process

    The control loop in the lower left corner of Fig. 4, labeled R1 or Pushing the Limit, shows how as external pressures increased, performance pressure increased, which led to increased launch rates and thus success in meeting the launch rate expectations, which in turn led to increased expectations and increased performance pressures.  This, of course, is an unstable system and cannot be maintained indefinitely—note the larger control loop, B1, in which this loop is embedded is labeled Limits to Success. The upper left loop represents part of the safety program loop.  The external influences of budget cuts and increasing performance pressures that reduced the priority of safety procedures led to a decrease in system safety efforts. The combination of this decrease, along with loop B2 in which fixing problems increased complacency, which contributed to reduction of safety efforts, eventually led to a situation of (unrecognized) high risk.  One thing not shown in the diagram is that the models can contain delays.  While reduction in safety efforts and lower prioritization of safety concerns may lead to accidents, accidents usually do not occur for a while so false confidence is created that the reductions are having no impact on safety, and therefore pressures increase to reduce the system safety efforts and priority even further as the external performance pressures mount.

     The models can be used to devise and validate fixes for the problems.  For example, one way to eliminate the instability of the model in Fig. 4 is to anchor the safety efforts by implementing externally enforced standards to prevent schedule and budget pressures from leading to reductions in the safety program.  Other solutions are also possible.  Alternatives may be evaluated for their potential effects using a more complete system dynamics model than shown here and then executing the model. The models also can be used to generate metrics and design performance-monitoring procedures to detect when the safety control structure is degrading or evolving to one with unacceptable risk, i.e., the models can be used as a virtual “canary in the coal mine.” We have built a more complete model of the system dynamics involved in the Columbia accident and are currently validating it and showing the impact of various proposed organizational changes (such as an independent technical authority) on the accident scenario.

D.  Summary

     An accident model like STAMP can provide the foundation for a fundamental breakthrough in modeling complex systems-of-systems by integrating static and dynamic analyses as well as technical and organizational systems and including complex, non-linear, and indirect causal relationships. A systems-theoretic model allows capturing the non-linear dynamics of interactions between systems and system components and anticipating the consequences on risk of change and adaptation over time.  By creating much more powerful and inclusive models of accidents and risk, decision-making under uncertainty can be improved by allowing decision-makers to examine the direct and indirect consequences of their potential decisions. The rest of the paper shows how STAMP can be used as the basis for new, more comprehensive and more powerful incident and accident root cause analysis; hazard analysis and safety-driven design, and risk management systems.

III. Using STAMP for Incident and Accident Analysis

     Learning from experience is an important part of any long-term system safety program. Traditional methods of root cause analysis define accident causality as chains of directly related failure events and trace backward from the loss event to some failure event in the chain and label that as the “root cause.” The event(s) selected as the root cause(s) is usually chosen arbitrarily or there may be political reasons for the selection. Systemic factors that created the environment for those events to occur are often not included or at best are labeled simply as “contributory factors.” 

     STAMP instead describes accidents as processes (rather than event chains) wherein the system safety constraints were inadequately enforced in design, development, manufacturing, and operations. Each component of the hierarchical safety control structure usually plays a role in the accident and needs to be considered when determining why an accident and incident occurred and the changes needed to prevent future losses. Thus, STAMP provides a foundation for comprehensive identification and analysis of all the factors involved in incidents and accidents. 

     This section provides an example of such an analysis, using the loss of a Milstar satellite during a Titan IV/Centaur launch April 30, 1999. As a result of some anomalous events, the Milstar satellite was placed in an incorrect and unusable low elliptical final orbit, instead of the intended geosynchronous orbit, and the satellite had to be destroyed. This accident is believed to be one of the most costly unmanned losses in the history of Cape Canaveral launch operations: The Milstar satellite cost about $800 million and the launcher an additional $433 million. It should be noted that although the problem involved a Lockheed Martin system, all aerospace companies have been involved in major accidents. The important part is learning from the loss and fixing the processes involved in it.

     The proximate cause of the loss was a human error in the manual entry of a roll rate filter constant in the Inertial Measurement System flight software file: The value should have been entered as –1.992476 but instead was entered as –0.1992476. Evidence of the incorrect constant appeared during launch processing and the launch countdown, but it was not corrected before launch. The incorrect roll rate filter constant zeroed any roll rate data, resulting in the loss of roll axis control, which then caused loss of yaw and pitch control. The loss of attitude control caused excessive firings of the Reaction Control System and subsequent hydrazine depletion. Erratic vehicle flight during the Centaur main engine burns caused the Centaur to achieve an orbit apogee and perigee much lower than desired, which resulted in the Milstar separating in a useless low final orbit.7

     But identifying the proximate error, i.e., the erroneous constant, does not provide enough information to learn from this accident in order to prevent future ones. Adequate learning requires understanding why the error in the roll rate filter constant was introduced in the load tape, why it was not found during the extensive independent verification and validation effort applied to this software, and why it was not detected and corrected during operations at the launch site—in other words, why the safety control structure was ineffective in each of these instances. 

     Figure 5 shows the hierarchical control model of the accident, or at least those parts that can be gleaned from the official accident report. Lockheed Martin Astronautics (LMA) was the prime contractor for the mission. The Air Force Space and Missile Systems Center Launch Directorate (SMC) was responsible for insight and administration of the LMA contract. Besides LMA and SMC, the Defence Contract Management Command (DCMC) played an oversight role, but the report is not clear about what exactly this role was beyond a general statement about responsibility for contract management, software surveillance, and overseeing the development process.
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Figure 5.
 Titan Hierarchical Control Structure

    LMA designed and developed the flight control software, while Honeywell was responsible for the IMS software. This separation of control, along with poor coordination, accounts for some of the problems that occurred. Analex was the independent verification and validation (IV&V) contractor, while Aerospace Corporation provided  independent monitoring and evaluation. Ground launch operations at Cape Canaveral Air Station (CCAS) were managed by the Third Space Launch Squadron (3SLS).

           A STAMP analysis of this accident starts from the physical process and works up the levels of control to examine each for the flaws in the process at that level that provided inadequate control of safety in the process level below and thus contributed to the system hazard. The process flaws at each level are then examined and explained in terms of a potential mismatch between the controller’s model of the process and the actual state of the controlled process, incorrect design of the control algorithm, lack of coordination among the control activities, asynchronous evolution of the safety control structure, deficiencies in the reference channel, and deficiencies in the feedback or monitoring channel. When human decision-making is involved, the analysis results must also include information about the context in which the decision(s) was made and the information available and not available at the time the decision(s) was made.

      The first step is to identify the system hazards involved in the loss and the safety constraints necessary on each of the system components in order for that hazard to be avoided.

      System Hazards Involved: (1) The satellite does not reach a useful geosynchronous orbit; (2) The satellite is damaged during orbit insertion maneuvers and cannot provide its intended function.

      In the following, the safety constraints for each of the system components shown in Fig. 5 are described as well as why the responsible component was not able to provide adequate enforcement of the constraints.

A.  Flaws in the Physical System (Titan/Centaur/Milstar) Leading to the Loss

    Figure 6 shows the control structure for the parts of the physical system involved in the loss and the role each played in the loss (the safety constraints, control flaws, and process model flaws). The Inertial Navigation System (INU) has two parts: (1) the Guidance, Navigation, and Control System (the Flight Control Software or FCS) and (2) an Inertial Measurement System (IMS). The FCS computes the desired orientation of the vehicle in terms of pitch, yaw, and roll axis vectors and issues commands to the main engines and the reaction control system to control vehicle orientation and thrust. To accomplish this goal, the RCS uses position and velocity information provided by the IMS. The component of the IMS involved in the loss was a roll rate filter, which was designed to prevent the Centaur from responding to the effects of Milstar fuel sloshing and thus inducing roll rate errors.

     The control flaws resulted from incorrect process models in the FCS and IMS. The IMS software used an incorrect model of the process (an incorrect roll rate filter constant in the IMS software file) that led to a dysfunctional interaction with the flight control software. However, the IMS algorithm operated as designed (i.e., it did not fail).

     The FCS also operated correctly (i.e., according to its requirements). However, it received incorrect input from the IMS, leading to an incorrect internal FCS software model of the process—the roll rate was thought to be zero or near zero when it was not. Thus there was a mismatch between the FCS internal model of the process state and the real process state. This mismatch led to the RCS issuing incorrect control commands to the main engine (to shut down early) and to the RCS engines. Using STAMP terminology, the loss resulted from a dysfunctional interaction between the FCS and the IMS. Neither failed—they operated correctly with respect to the instructions (including load tape constants) and data provided.

     This level of explanation of the flaws in the process (the vehicle and its flight behavior) as well as its immediate controller provides a description of the “symptom,” but does not provide enough information about the factors involved to prevent reoccurrences. Simply fixing that particular flight tape is not enough. We need to look at the higher levels of the control structure and the role they played in the accident process. Figure 7 summarizes the control flaws in the operations safety control structure contributing to the accident while Fig. 8 summarizes the flaws in the development control structure.

     For each component, a STAMP analysis contains the roles and responsibilities of that component; the component safety constraint violated in the accident or incident; the context in which the decision makers operated (and thus the factors that influenced the errors made); the safety controls established for the component to prevent losses; the failures, dysfunctional interactions, flawed decisions, and inadequate control actions involved; and the reasons for those inadequacies including flaws in the process model (perhaps caused by inadequate feedback), inadequate control algorithms, coordination problems, etc. (see Fig. 3).
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Figure 6.
 Physical Control Loop Flaws

B.  Launch Site Operations

     The important question at this level of the hierarchical control structure in terms of understanding the accident process is why the roll rate error was not detected during launch operations. In fact, there were indications that the roll rates were incorrect before launch. The question is why nothing was done about it.

     Roles and Responsibilities: The function of launch site operations is to monitor launch pad behavior and tests and to detect any critical anomalies prior to launch. LMA had launch personnel at CCAS, including Product Integrity Engineers (PIEs). 3SLS had launch personnel to control the launch process as well as software to check process variables and to assist the operators in evaluating observed data. The accident report is not explicit about the specific roles and responsibilities of those involved. In fact, confusion about these responsibilities played an important role in the accident. 

     Safety Constraint Violated: Critical variables (including those controlled by software) must be monitored and errors detected before launch. Potentially hazardous anomalies detected at the launch site must be formally logged and thoroughly investigated and handled.

     Context: Management had greatly reduced the number of engineers working launch operations, and those remaining were provided with few guidelines as to how they should perform their job. The accident report says that their tasks were not defined by their management so they used their best engineering judgment to determine which tasks they should perform, which variables they should monitor, and how closely to analyze the data associated with each of their monitoring tasks.

     Safety Controls: The controls are not well described in the accident report. From what is included, it does not appear that controls were implemented to detect software errors at the launch site although a large number of vehicle variables were monitored.
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Figure 7.
 Causal Factors in the Operations Control Structure

     Failures, Dysfunctional Interactions, Flawed Decisions, and Inadequate Control Actions: Despite clear indications of a problem with the roll rate data being produced by the IMS, it was not detected by some launch personnel who should have and detected but mishandled by others. Specifically:

· One week before launch, LMA personnel at CCAS observed much lower roll rate filter values than they expected. The on-site LMA PIE’s (Product Integrity Engineers) could not explain the differences, so they directed the CCAS personnel to call the control dynamics (CD) design engineers at LMA Denver. On Friday, April 23, the LMA Guidance Engineer at CCAS telephoned the LMA CD lead. The CD lead was not in his office, so the Guidance Engineer left a voice mail stating she noticed a significant change in roll rate when the latest filter rate constants were entered. She requested a return call to her or to her supervisor. The Guidance Engineer also left an email for her supervisor at CCAS explaining the situation. Her supervisor was on vacation and was due back at the office Monday morning April 26, when the Guidance Engineer was scheduled to work the second shift. The CD lead and the CD engineer who originally specified the filter values listened to the voice mail from the Guidance Engineer. They called her supervisor at CCAS who had just returned from his vacation. He was initially unable to find the email during their conversation. He said he would call back, so the CD engineer left the CD lead’s office. The CD lead subsequently talked to the Guidance Engineer’s supervisor after he found and read the email. The CD lead told the supervisor at CCAS that the filter values had changed in the flight tape originally loaded on April 14, and the roll rate output should also be expected to change. Both parties believed the difference in roll rates observed were attributable to expected changes with the delivery of the flight tape. The engineers in Denver never asked to see a hard copy of the actual data observed at CCAS, nor did they talk to the Guidance Engineer or Data Station Monitor at CCAS who questioned the low filter rates.

· On the day of the launch, a 3SLS INU Product Integrity Engineer at CCAS noticed the low roll rates and performed a rate check to see if the gyros were operating properly. Unfortunately, the programmed rate check used a default set of constants to filter the measured rate and consequently reported that the gyros were sensing the earth rate correctly. If the sensed attitude rates had been monitored at that time or if they had been summed and plotted to ensure they were properly sensing the earth’s gravitational rate, the roll rate problem could have been identified.

· A 3SLS engineer also saw the roll rate data at the time of tower rollback, but was not able to identify the problem with the low roll rate. Why? The accident report says he had no documented requirement or procedures to review the data and no reference to compare the roll rate actually being produced.

The communication channel between LMA Denver and the LMA engineers at CCAS was clearly flawed and the feedback channel from the launch personnel to the development organization was missing or inadequate. There is no mention in the accident report of any established reporting channel from the LMA CCAS or LMA Denver engineers to a safety organization or up the management chain. No “alarm” system adequate to detect the problem or that it was not being adequately handled seems to have existed. The accident report suggests that the confusion and uncertainty from the time the roll rate anomaly was first raised by the CCAS LMA engineer in email and voice mail until it was resolved as to how it should be reported, analyzed, documented, and tracked was due to it being a “concern” and not a “deviation.” There is no explanation in the report of these terms.

     The accident report says that at this point in the pre-launch activities, there was no process to monitor or plot attitude rate data, that is, to perform a check to see if the attitude filters were properly sensing the earth’s rotation rate. Nobody was responsible for checking the load tape constants once the tape was installed in the INU at the launch site. Therefore, nobody was able to question the anomalous rate data recorded or to correlate it to the low roll rates observed. 

     Process Model Flaws: Five models are involved here (Fig. 8):

· Ground rate check software: The software used to do a rate check on the day of launch used default constants instead of the actual load tape. Thus there was a mismatch between the model used in the rate checking software and the model used by the IMS software.

· Ground crew models of the development process: Although the report does not delve into this factor, it is very possible that complacency may have been involved and that the model of the thoroughness of the internal quality assurance and external IV&V development process in the minds of the ground operations personnel as well as the LMA guidance engineers who were informed of the observed anomalies right before launch did not match the real development process (see the later section on the development process). There seemed to be no checking of the correctness of the software after the standard testing performed during development. Hardware failures are usually checked up to launch time, but often testing is assumed to have removed all software errors and therefore further checks are not needed.
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Figure 8.
 Incorrect Process Models Involved in Launch Site Operations

· Ground crew models of the IMS software design: The ground launch crew had an inadequate understanding of how the roll rate filters worked. No one other than the control dynamics engineers who designed the roll rate constants understood their use or the impact of filtering the roll rate to zero. So when discrepancies were found before launch, nobody at the launch site understood the roll rate filter design well enough to detect the error.

· Ground crew models of the rate check software: Apparently, the ground crew was unaware that the ground check software used default values for the filter constants and not the real filter constants.

· CD engineer’s model of the flight tape change: The control dynamics engineer at the launch site and her supervisor at LMA Denver thought that the roll rate anomalies were due to known changes in the flight tape. Neither went back to the engineers themselves to check this conclusion with those most expert in the details of the Centaur control dynamics.

     Coordination Flaws: Despite several groups being active at the launch site, nobody had been assigned responsibility for monitoring the software behavior after it was loaded into the INU. The accident report does not mention coordination problems, although it does say there was a lack of understanding of each other’s responsibilities between the LMA launch personnel (at CCAS) and the development personnel at LMA Denver and that this led to the concerns of the LMA personnel at CCAS not being adequately addressed.

     A more general question that might have been investigated was whether the failure to act properly after detecting the roll rate problem involved a lack of coordination and communication between LMA engineers at CCAS and 3SLS personnel. Why did several people notice the problem with the roll rate but do nothing and why were the anomalies they noticed not effectively communicated to those who could do something about it? Several types of communication problems might have existed. For example, there might have been an overlap problem, with each person who saw the problem assuming that someone else was handling it or the problem might have occurred at the boundary between several people’s responsibilities.

C.
 Air Force Launch Operations Management: Third Space Launch Squadron (3SLS)

     Understanding the reasons for the problems at the operations level well enough to fix them requires understanding the role of operations management.

     Safety Constraint Violated: Processes must be established for detecting and handling potentially hazardous conditions and behavior detected during launch preparations.

     Context: 3SLS management was transitioning from an oversight role to an insight one without a clear definition of what such a transition might mean or require. This transition was accompanied by reductions in launch personnel.

     Control Algorithm Flaws: After the ground launch personnel cutbacks, 3SLS management did not create a master surveillance plan to define the tasks of the remaining personnel (the formal insight plan was in draft). In particular, there were no formal processes established to check the validity of the filter constants or to monitor attitude rates once the flight tape was loaded into the INU at CCAS prior to launch. 3SLS launch personnel were provided with no documented requirement nor procedures to review the data and no references with which to compare the observed data in order to detect anomalies.

     Process Model Flaws: It is possible the misunderstandings (an incorrect model) about the thoroughness of the development process led to a failure to provide requirements and processes for performing software checks at the launch site. Complacency may also have been involved, i.e., the common assumption that software does not fail and that software testing is exhaustive and therefore additional software checking was not needed.

     Coordination Flaws: The lack of oversight led to a process that did not assign anyone the responsibility for some specific launch site tasks.

     Feedback or Monitoring Channel Flaws: Launch operations management had no insight plan in place to monitor the performance of the launch operations process. There is no information in the accident report about what type of feedback (if any) was used to provide insight into the process.

D. 
Software/System Development of the Centaur Flight Control Systems

     Too often, accident investigators and root cause analysis stops at this point after identifying operational or sometimes maintenance errors that, if they had not occurred, might have prevented the loss. To their credit, the investigators of this accident kept digging. What flaws in the process led to the creation of an erroneous flight tape? To answer this question, the software and system development process associated with generating the tape need to be examined.

     Roles and Responsibilities: The two major components of the INU were developed by different companies: LMA developed the FCS software and was responsible for overall INU testing while Honeywell developed the IMS and was partially responsible for its software development and testing. The filter constants are processed by the Honeywell IMS, but were designed and tested by LMA.

     Safety Constraint Violated: Safety-critical constants must be identified and their generation controlled and checked.

     Dysfunctional Interactions, Flawed Decisions, and Inadequate Control Actions: A Software Constants and Code Words Memo was generated by the LMA Control Dynamics (CD) group and sent to the LMA Centaur Flight Software (FS) group on December 23, 1997. It provided the intended and correct values for the first roll rate filter constants (called the I1 constants) in hardcopy form. The memo also allocated space for 10 additional constants to be provided by the LMA Avionics group at a later time and specified a path and file name for an electronic version of the first 30 constants. The memo did not specify or direct the use of either the hardcopy or the electronic version for creating the constants database.

     In early February, 1999, the LMA Centaur FS group responsible for accumulating all the software and constants for the flight load tape was given discretion in choosing a baseline data file. The flight software engineer who created the database dealt with over 700 flight constants generated by multiple sources, in differing formats, and at varying time (some with multiple iterations) all of which had to be merged into a single database. Some constant values came from electronic files that could be merged into the database, while others came from paper memos manually input into the database. 

     When the FS engineer tried to access the electronic file specified in the Software Constants and Code Words Memo, he found the file no longer existed at the specified location in the electronic file folder because it was now over a year after the file had been originally generated. The FS engineer selected a different file as a baseline that only required him to change five I1 values for the digital roll rate filter. The filter was designed to prevent the Centaur from responding to the effects of Milstar fuel sloshing and inducing roll rate errors at 4 radians/second. During manual entry of those five roll rate filter values, the LMA FS engineer incorrectly entered or missed the exponent for the I1(25) constant. The correct value of the I1(25) filter constant was -1.992476.  The exponent should have been a one but instead was entered as a zero, making the entered constant one tenth of the intended value or -0.1992476. The flight software engineer's immediate supervisor did not check the manually entered values.
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Figure 9.
 Causal Factors in Development Control Structure

     The only person who checked the manually input I1 filter rate values, besides the flight software engineer who actually input the data, was an LMA control dynamics (CD) engineer. The FS engineer who developed the Flight Load tape notified the CD engineer responsible for design of the first thirty I1 constants that the tape was completed and the printout of the constants was ready for inspection. The CD engineer went to the FS offices and looked at the hardcopy listing to perform the check and sign off the I1 constants. The manual and visual check consisted of comparing a list of I1 constants from Appendix C of the Software Constants and Code Words Memo to the paper printout from the Flight Load tape. The formats of the floating-point numbers (the decimal and exponent formats) were different on each of these paper documents for the three values cross-checked for each I1 constant. The CD engineer did not spot the exponent error for I1(25) and signed off that the I1 constants on the Flight Load tape were correct. He did not know that the design values had been inserted manually into the database used to build the flight tapes (remember, the values had been stored electronically, but the original database no longer existed) and that they were never formally tested in any simulation prior to launch.  

     The CD engineer's immediate supervisor, the lead for the CD section, did not review the Signoff Report nor catch the error. Once the incorrect filter constant went undetected in the Signoff Report, there were no other formal checks in the process to ensure the I1 filter rate values used in flight matched the designed filter.

     Control Algorithm Flaws: 

· A process input was missing (the electronic file specified in the Software Constants and Code Words memo), so an engineer regenerated it, making a mistake in doing so.  

· Inadequate control was exercised over the constants process. No specified or documented software process existed for electronically merging all the inputs into a single file. There was also no formal, documented process to check or verify the work of the flight software engineer in creating the file. Procedures for creating and updating the database were left up to the flight software engineer's discretion.

· Once the incorrect filter constant went undetected in the Signoff Report, there were no other formal checks in the process to ensure the I1 filter rate values used in flight matched the designed filter.  

· The hazard analysis process was inadequate, and no control was exercised over the potential hazard of manually entering incorrect constants, a very common human error. If system safety engineers had identified the constants as critical, then a process would have existed for monitoring the generation of these critical variables. In fact, neither the existence of a system safety program nor any form of hazard analysis are mentioned in the accident report. If such a program had existed, one would think it would be mentioned. The report does say that Quality Assurance engineers performed a risk analysis, but they considered only those problems that had happened before:

Their risk analysis was not based on determining steps critical to mission success, but on how often problems previously surfaced in particular areas on past launches. They determined software constant generation was low risk because there had not been previous problems in that area. They only verified that the signoff report containing the constants had all the proper signatures.7

Considering only the causes of past accidents is not going to be effective for software problems or when new technology is introduced into a system. Computers are, in fact, introduced in order to make previously infeasible changes in functionality and design, which reduces the effectiveness of such a ``fly-fix-fly'' approach to safety engineering. Proper hazard analyses examining all the ways the system components can contribute to an accident need to be performed.

Process Model Flaws: While the failure of the LMA CD engineer who designed the I1 rate filter to find the error during his visual check was clearly related to the difficulty of checking long lists of differently formatted numbers, it also may have been partly due to less care being taken in the process due to an incorrect mental model, i.e., (1) he did not know the values were manually entered into the database (and were not from the electronic file he had created), (2) he did not know the load tape was never formally tested in any simulation prior to launch, and (3) he was unaware the load tape constants were not used in the IV&V process (see next section).

     The LMA software personnel who were responsible for creating the database (from which the flight tapes are generated) also were not aware that IV&V testing did not use the as-flown (manually input) I1 filter constants in their verification and validation process.  

     Coordination: The accident report suggests that many of the various partners were confused about what the other groups were doing. The fragmentation/stovepiping in the flight software development process, coupled with the lack of comprehensive and defined system and safety engineering processes, resulted in poor and inadequate communication and coordination among the many partners and sub-processes.

     Because the IMS software was developed by Honeywell, most everyone (LMA control dynamics engineers, flight software engineers, product integrity engineers, SQA, IV&V, and DCMC personnel) focused on the FCS and had little knowledge of the IMS software.

E.  Quality Assurance (QA)

     Why did the LMA Quality Assurance organization not catch the error in the roll rate filter constant software file?

     Safety Constraint Violated: QA must monitor the quality of all safety-critical processes.

     Control Algorithm Flaws: QA verified only that the signoff report containing the load tape constants had all the proper signatures, an obviously inadequate process. This accident is indicative of the problems with QA as generally practiced (and not a problem unique to LMA) and why QA is often ineffective. The Quality Assurance Plan used was a top-level document that focused on verification of process completion, not on how the processes were executed or implemented. It was based on the original General Dynamics Quality Assurance Plan with recent updates to ensure compliance with ISO 9001. According to this plan, the Software Quality Assurance staff was required only to verify that the signoff report containing the constants had all the proper signatures; they left the I1 constant generation and validation process to the flight software and control dynamics engineers. Software Quality Assurance involvement was limited to verification of software checksums and placing quality assurance stamps on the software products that were produced.

F.  Developer Testing Process

     Once the error was introduced into the load tape, it could potentially have been detected during verification and validation.  Why did the very comprehensive and thorough developer and independent verification and validation process miss this error?

     Safety Constraint Violated: Testing must be performed on the as-flown software (including load tape constants).

     Flaws in the Testing Process: The INU (FCS and IMS) was never tested using the actual constants on the load tape:

· Honeywell wrote and tested the IMS software, but they did not have the actual load tape.

· The LMA Flight Analogous Simulation Test (FAST) lab was responsible for system test, i.e., they tested the compatibility and functionality of the flight control software and the Honeywell IMS.  But the FAST lab testing used a 300 Hertz filter simulation data file for IMS filters and not the flight tape values.  The simulation data file was built from the original, correctly specified values of the designed constants (specified by the LMA CD engineer), not those entered by the software personnel in the generation of the flight load tape. Thus the mix of actual flight software and simulated filters used in the FAST testing did not contain the I1(25) constant error, and the error could not be detected by the internal LMA testing.

     Process Model Mismatch:  The testing capability that the current personnel thought the lab had did not match the real capability. The LMA FAST facility was used predominantly to test flight control software developed by LMA.  The lab had been originally constructed with the capability to exercise the actual flight values for the I1 roll rate filter constants, but that capability was not widely known by the current FAST software engineers until after this accident; knowledge of the capability had been lost in the corporate consolidation/evolution process so the current software engineers used a set of default roll rate filter constants. Later it was determined that had they used the actual flight values in their simulations prior to launch, they would have caught the error.

G.  Independent Verification and Validation (IV&V)

An extensive IV&V process was applied to this system. Why did it not catch the error?

     Safety Constraint Violated: IV&V must be performed on the as-flown software and constants. All safety-critical data and software must be included in the IV&V process. 

     Dysfunctional Interactions and Control Flaws: Each component of the IV&V process performed its function correctly, but the overall design of the process was flawed.  In fact, it was designed in such a way that it was not capable of detecting the error in the roll rate filter constant.

     Analex was responsible for the overall software IV&V efforte. In addition to designing the IV&V process, Analex-Denver performed the IV&V of the flight software to ensure the autopilot design was properly implemented  while Analex-Cleveland verified the design of the autopilot but not its implementation. The ``truth baseline'' provided by LMA, per agreement between LMA and Analex, was generated from the constants verified in the Signoff Report.  

     In testing the flight software implementation, Analex-Denver used IMS default values instead of the actual I1 constants contained on the flight tape.  Generic or default I1 constants were used because they believed the actual I1 constants could not be adequately validated in their rigid body simulations, i.e., the rigid body simulation of the vehicle would not exercise the filters sufficiently.
 They found out after the mission failure that had they used the actual I1 constants in their simulation, they would have found the order of magnitude error.

     Analex-Denver also performed a range check of the program constants and the Class I flight constants and verified that format conversions were done correctly. However the process did not require Analex-Denver to check the accuracy of the numbers in the truth baseline, only to do a range check and a bit-to-bit comparison against the firing tables, which contained the wrong constant. Thus the format conversions they performed simply compared the incorrect I1(25) value in the firing tables to the incorrect I1(25) value after the conversion, and they matched. They did not verify that the designed I1 filter constants were the ones actually used on the flight tape.

     Analex-Cleveland had responsibility for verifying the functionality of the design constant but not the actual constant loaded into the Centaur for flight. That is, they were validating the design only and not the ``implementation”' of the design. Analex-Cleveland received the Flight Dynamics and Control Analysis Report (FDACAR) containing the correct value for the roll filter constant. Their function was to validate the autopilot design values provided in the FDACAR.  That does not include IV&V of the I1 constants in the flight format. The original design work was correctly represented by the constants in the FDACAR. In other words, the filter constant in question was listed in the FDACAR with its correct value of -1.992476, and not the incorrect value on the flight tape (-0.1992476).

     Process Model Flaws and Mismatches: The decision to use default values for testing (both by LMA FAST lab and by Analex-Denver) was based on a misunderstanding about the development and test environment and what was capable of being tested.  Both the LMA FAST lab and Analex-Denver could have used the real load tape values, but 

did not think they could.  

     In addition, Analex-Denver, in designing the IV&V process, did not understand the generation or internal verification process for all the constants in the ``truth baseline'' provided to them by LMA. The Analex-Denver engineers were not aware that the I1 filter rate values provided originated from a manual input and might not be the same as those subjected to independent IV&V by Analex-Cleveland.  

     None of the participants was aware that nobody was testing the software with the actual load tape values nor that the default values they used did not match the real values.

     Coordination: This was a classic case of coordination problems. Responsibility was diffused among the various partners, without complete coverage. In the end, nobody tested the load tape—everyone thought someone else was doing it.  

H.  Systems Engineering

     System engineering at LMA was responsible for the identification and allocation of the functionality to be included in the system. In fact, the software filter involved in the loss was not needed and should have been left out instead of being retained.  Why was that decision made? The filter was designed to prevent the Centaur from responding to the effects of Milstar fuel sloshing and inducing roll rate errors at 4 radians/second. Early in the design phase of the first Milstar satellite, the manufacturer asked to filter that frequency. The satellite manufacturer subsequently determined filtering was not required at that frequency and informed LMA. However, LMA decided to leave the filter in place for the first and subsequent Milstar flights for consistency.
 No further explanation is included in the accident report.

I.  Aerospace Corporation

     The accident report is silent about the role of Aerospace Corporation in the accident. Such information might have provided important insight into how to improve monitoring activities. We know from the results that the process used was ineffective in detecting the problem, but we do not know why.

J.  LMA Project Management (as Prime Contractor)

     Safety Constraint Violated: Effective software development processes must be established and monitored.

System safety processes must be created to identify and manage system hazards.  

     Context: The Centaur software process was developed early in the Titan/Centaur program: Many of the individuals who designed the original process were no longer involved in it due to corporate mergers and restructuring (e.g., Lockheed, Martin Marietta, General Dynamics) and the maturation and completion of the Titan IV design and development.  Much of the system and process history and design rationale was lost with their departure.

     Control Algorithm Flaws:

· A flawed software development process was designed.  For example, no process was provided for creating and validating the flight constants. 

· LMA, as prime contractor, did not exert adequate control over the development process. The Accident Investigation Board could not identify a single process owner responsible for understanding, designing, documenting, or controlling configuration and ensuring proper execution of the process. A factor here might have been the maturity of the Titan program.

· An effective system safety program was not created.  

· An inadequate IV&V program (designed by Analex-Denver) was approved and instituted that did not verify or validate the I1 filter rate constants used in flight.  

     Mental Model Flaws: Nobody seemed to understand the overall software development process and apparently there was a misunderstanding about the coverage of the testing process.

K.  Defense Contract Management Command (DCMC)

     Control Inadequacies: The report is vague about the role of DCMC, saying only that it was responsible for contract administration, software surveillance, and overseeing the development process. It does say that DCMC approved an IV&V process with incomplete coverage and that there was a software quality assurance function operating at DCMC, but it operated without a detailed understanding of the overall process or program and therefore 

was ineffective.

      Coordination:  No information was provided in the accident report although coordination problems between SMC and DCMA may have been involved. Were each assuming the other was monitoring the overall process? What role did Aerospace Corporation play?  Were there gaps in the responsibilities assigned to each of the many groups providing oversight here?  How did the overlapping responsibilities fit together? What kind of feedback did DCMC use to perform their process monitoring? Answers to these questions, which are part of a STAMP accident analysis, could provide important information about the changes needed to prevent future accidents.

L.  Air Force Program Office: Space and Missile Systems Center Launch Directorate (SMC)

     Safety Constraint Violated:  SMC must ensure that the prime contractor creates an effective development and safety assurance program.

     Context:  Like 3SLS, the Air Force Space and Missile System Center Launch Directorate was transitioning from a task oversight to a process insight role and had, at the same time, undergone personnel reductions. 

     Control Algorithm Flaws:

· The SMC Launch Programs Directorate essentially had no personnel assigned to monitor or provide insight into the generation and verification of the software development process. The Program Office did have support from Aerospace to monitor the software development and test process, but that support had been cut by over 50 percent since 1994. The Titan Program Office had no permanently assigned civil service or military personnel nor full-time support to work the Titan/Centaur software. They decided that because the Titan/Centaur software was “mature, stable, and had not experienced problems in the past,” they could best use their resources to address hardware issues.

· The transition from oversight to insight was not managed by a detailed plan. AF responsibilities under the insight concept had not been well defined, and requirements to perform those responsibilities had not been communicated to the workforce. In addition, implementation of the transition from an oversight role to an insight role was negatively affected by the lack of documentation and understanding of the software development and testing process. Similar flawed transitions to an “insight” role are a common factor in many recent aerospace accidents.

· The Titan Program Office did not impose any standards (e.g., Mil-Std-882) or process for safety. While one could argue about what particular safety standards and program could or should be imposed, it is clear from the complete lack of such a program that no guidance was provided. Effective control of safety requires that responsibility for safety be assigned at each level of the control structure. Eliminating this control leads to accidents. The report does not say whether responsibility for controlling safety was retained at the program office or whether it had been delegated to the prime contractor. But even if it had been delegated to LMA, the program office must provide overall leadership and monitoring of the effectiveness of the efforts. Clearly there was an inadequate safety program in this development and deployment project.  Responsibility for detecting this omission lies with the program office.

M.  Conclusions

     Understanding why this accident occurred and making the changes necessary to prevent future accidents requires more than simply identifying the proximate cause, i.e., the FCS issuing incorrect instructions to the RCS due to incorrect information from the IMS, or even following the event chain back to a human error in transcribing long strings of digits. This type of error is well known. The most critical causal factors in accidents or potentially serious incidents (in terms of preventing a large family of related problems and not just digit transcription problems) are not found in the event chain but in the safety control structure. Rather than identifying a root cause or causes of an accident (i.e., someone or something to blame), a STAMP analysis supports understanding the role each component of the safety control structure played in the accident process and provides guidance in creating and supporting recommendations for fixing these flaws and preventing future accidents. 

      In this accident, for example, recommendations related to system development might include redesign of the IV&V process, better specified processes for load tape creation, a system safety program that identifies hazards and critical data and then institutes special controls for them, more oversight and monitoring of the software development process, and so on. Operations management needs to clarify launch personnel roles, to provide improved tools and information for monitoring software behavior at the launch site, to create better problem reporting and resolution processes, to augment personnel training programs, etc.

IV. STAMP-Based Hazard Analysis

     In addition to investigating and analyzing accidents and incidents, STAMP can be used to prevent accidents and to accumulate the information for safety-driven design and development. Hazard analysis is essentially the investigation of an accident before it occurs. A proactive accident investigation, i.e., hazard analysis based on STAMP can provide the information necessary to prevent accidents.

Most of the important decisions critical to the level of safety achieved are made early in the project development process. An important goal for hazard analysis is to provide information that is useful in generating safety-related requirements and design constraints and informing the design process (both technical and organizational) starting at the early concept formation stage and continuing through the entire life cycle, with appropriate activities at each stage. If the use of safety-related information does not start early in the design process, then the choices for eliminating or minimizing risk will most likely be reduced and a higher risk may have to be accepted than would have been necessary if the safety-related information had been considered in the early design choices and tradeoffs.

     We have developed a new STAMP-based hazard analysis technique, called STPA (STamP Analysis), which starts at the early life cycle stages and continues through the life of the system. Its use during design can support a safety-driven design process where the hazard analysis influences and shapes the early design decisions and then is iterated and refined as the design evolves and more information becomes available.

     STPA has the same general goals as any hazard analysis: (1) identification of the system hazards and the related safety constraints necessary to ensure acceptable risk and (2) accumulation of information about how those constraints could be violated so it can be used in eliminating, reducing, and controlling hazards. Thus, the process starts with identifying the system requirements and design constraints necessary to maintain safety. In later steps, STPA assists in the top-down refinement of the safety-related system requirements and constraints into requirements and constraints on the individual system components. The overall process provides the information and documentation necessary to ensure the safety constraints are enforced in system design, development, manufacturing, and operations.  

     We illustrate the process of safety-driven design and the use of STPA to support it with the design of a (non-existent) Space Shuttle robotic Thermal Tile Processing System (TTPS). The TTPS will be responsible for inspecting and waterproofing the thermal protection tiles on the belly of the Shuttle. The process starts, like any design process, with identifying general environmental constraints on the system design. These environmental constraints derive from physical properties of the Orbital Processing Facility (OPF) at KSC, such as size constraints on any physical system components and the necessity of any mobile robotic components to deal with crowded work areas and for humans to be in the area.

      The next step, after the high-level system requirements (functional goals such as inspection and waterproofing) and environmental conditions have been identified, is to identify hazardous conditions that could be encountered during system operation (i.e., perform a preliminary hazard analysis). A hazard is a system state or set of conditions that, together with other conditions in the environment, will lead to an accident (unacceptable loss). Hazards are not failures, but a set of conditions that may lead to a system loss. The overheating of the Space Shuttle Columbia’s internal wing structure was a hazard while the accident was the loss of the seven astronauts and the Shuttle itself.

     Different initial system configurations could be chosen that would introduce different hazards. For our example, the initial configuration chosen, given the identified high-level requirements and environmental constraints, consists of a robot containing a mobile base and a manipulator arm. As the concept and detailed design proceeds, information generated about hazards and design tradeoffs may lead to changes in the initial configuration. Alternatively, multiple design configurations may be considered in parallel. The next step is to identify and prioritize the system hazards, such as contact of humans with waterproofing chemicals, fire or explosion, movement of the robot or manipulator arm causing injury to humans or damage to the orbiter, etc. We identified seven high-level hazards for the TTPS. We will use instability of the mobile robot base as the hazard considered in the rest of this section.

    In general, safety-driven design involves first attempting to eliminate the hazard from the design and, if that is not possible or requires unacceptable tradeoffs, reducing the probability the hazard will occur, reducing the negative consequences of the hazard, and implementing contingency plans for dealing with the hazard. 

    As design decisions are made, an STPA-based hazard analysis is used to inform those decisions. Early in the system design process, little information is available so the hazard analysis will be very general at first and will be refined and augmented as additional information emerges from the system design activities. For example, instability of the mobile robot could lead to human injury or damage to the orbiter. A possible solution is to make the robot base so heavy that it cannot become unstable, no matter how the manipulator arm is positioned, thus eliminating the hazard. A heavy base, however, could increase the damage caused by the base coming into contact with a human or object or make it difficult for workers to manually move the robot out of the way in an emergency situation. An alternative solution is to make the base long and wide so the moment created by the operation of the manipulator arm is compensated by the moments created by base supports that are far from the robot’s center of mass. A long and wide base could remove the hazard, but may violate the environmental constraints in the facility layout (the need to maneuver through doors and in the crowded OPF). Let’s say that analysis of the environmental constraints results in a maximum length for the robot of 2.5 m and a width no larger than 1.1 m. Given the required maximum extension length of the manipulator arm and the weight of the equipment that will need to be carried, a simple analysis shows that the length of the robot base is sufficient to prevent any longitudinal instability, but the width of the base is clearly not sufficient to prevent lateral instability. Other solutions might be considered such as including lateral stabilizer legs that are deployed when the manipulator arm is extended but must be retracted when the robot base moves.

     At the initial stages, we identified only the general hazards, e.g., instability of the robot base, and related system design constraints, e.g., the mobile base must not be capable of falling over under worst-case operational conditions. As design decisions are proposed and analyzed, they will lead to additional refinements in the design constraints. For example, under the scenario laid out above, two new safety design constraints are identified: (1) the manipulator arm must move only when the stabilizers are fully deployed and (2) the stabilizer legs must not be retracted until the manipulator arm is fully stowed. STPA is used to further refine these constraints and to evaluate the resulting designs.

     STPA starts by defining an initial hierarchical control structure for the system. A candidate structure for the mobile robot is shown in Fig. 10. As with any part of the system design, the candidate control structure will have to be revisited when more information becomes available. In the candidate structure, a decision is made to introduce a human operator in order to supervise the robot during its operation and to perform safety-critical tasks. The STPA will identify the implications of the decision and will assist in analyzing the allocation of tasks to the various components to determine the safety tradeoffs involved.

     Using the initial control structure, the next steps in STPA are to identify potentially hazardous control actions by each of the system components that could violate the safety constraints, determine the causal factors that could lead to these hazardous control actions, and prevent or control them in the system design. The process thus involves a top-down identification of scenarios in which the safety constraints could be violated so they can be used to guide design decisions. This process is similar to fault tree analysis, but provides more types of scenarios and handles design errors better.

     In general, a controller can provide four different types of inadequate control:

1. A required control action is not provided.

2. An incorrect or unsafe action is provided.

3. A potentially correct or adequate control action is provided too late or at the wrong time.

4. A correct control action is stopped too soon or continued too long.
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Figure 10.  An Initial Control Structure for the TTPS

For the TTPS mobile base and the preliminary design decisions described above, the stability constraint may be violated if the component responsible for controlling the position of the stabilizer legs:

1. Does not command a deployment of the stabilizer legs when arm movements are enabled.

2. Commands a retraction of the stabilizer legs when the manipulator arm is not stowed.

3. Commands a retraction of the stabilizer legs after arm movements are enabled or commands a retraction of the stabilizer legs before the manipulator arm is stowed.

4. Stops extension of the stabilizer legs before they are fully extended.

These inadequate control actions can be restated as system safety constraints:

1. The controller must ensure the stabilizer legs are extended whenever arm movements are enabled.

2. The controller must not command a retraction of the stabilizer legs when the manipulator arm is not in a stowed position.

3. The controller must command a deployment of the stabilizer legs before arm movements are enabled; the controller must not command a retraction of the stabilizer legs before the manipulator arm is stowed.

4. The controller must not stop the leg extension until the legs are fully extended.

Similar constraints will be identified for all hazardous commands, e.g., the arm controller must not enable manipulator arm movement before the stabilizer legs are completely extended. 

     The above system constraints might be enforced through physical interlocks, human procedures, etc. The STPA analysis will in the next steps provide information (1) to evaluate and compare the different design choices, (2) to design fault tolerance features, and (3) to guide the test and verification procedures (or training for humans). In our research, we are using a formal behavioral system modeling language, called SpecTRM-RL, to implement a continuous simulation environment to augment the paper analyses.

     To produce detailed scenarios for the violation of safety constraints, the control structure is augmented with process models. Figure 9 shows a process model for the mobile robot containing the information available at this point in the system design. The preliminary design of the process models comes from the information necessary to assure the system safety constraints. For example, the constraint that the arm controller must not enable manipulator arm movement before the stabilizer legs are completely extended implies that there must be some type of feedback to determine when the leg extension has been completed. 

    Either (1) a general controller process model can initially be constructed and the control responsibilities allocated to individual controllers (e.g., leg controllers and arm controllers) in later steps to optimize fault tolerance and communication requirements or (2) a more preliminary allocation can be proposed and then analyzed and refined. Decisions about allocation of functionality to system components are considered as the hazard analysis and system design continues.
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Figure 11.  The Process Model for the Robot Controller using SpecTRM-RL. As the logic is defined, it can also be specified and executed as part of a design simulation environment.

      The control loop structure and process models are now used to identify ways the system could get into a hazardous state, i.e., the identified safety design constraints are violated. The process is driven by the classification of control flaws leading to hazards shown in Fig. 3, that is, either the control actions or the execution of the control actions is inadequate. Each part of the control loop is evaluated with respect to the control flaw classification in Fig. 3 and their potential to lead to the identified reasons for inadequate enforcement of the safety constraints.

     As an example, consider how the process model of the state of the stabilizer legs could become inconsistent with the actual state. If an external object prevents the complete extension of the stabilizer legs, the robot controller (either human or automated) may assume the stabilizer legs are extended because the extension motors have been powered up (a common type of design error). Subsequent movement of the manipulator arm would then violate the identified safety constraints. In fact, accidents often occur during initial system startup and when restarting after a temporary shutdown. For example, the requirements for the mobile robot might specify that it must be possible to move the mobile base out of the way in case of an emergency. If the mobile robot goes requires an emergency shutdown while servicing the tiles, the stabilizer legs may have to be manually retracted in order to move the robot out of the way. When the robot is restarted, the controller may assume that the stabilizer legs are still extended and arm movements may be commanded that would violate the safety constraints. Such scenarios must be prohibited in the system design. 

     In later stages of system development, when the logic of the controller has been specified, it can be analyzed to ensure that the identified hazardous scenarios cannot occur. The analysis results are also useful in testing and other review activities. 

     Additional analysis is required when humans are involved in the control loops. The analysis cannot simply consider the normative procedures because humans may not follow the specified procedures. Humans will adapt their behavior to be consistent with the reality of their work environment and informal work systems will emerge as a more efficient way of attaining the conflicting goals of task performance, schedule pressure, and resource scarcity.9 STPA starts from the hazard, working backward to identify the types of deviations that could lead to it and can identify the types of human behavioral deviations from procedures that can lead to hazardous system states. We are experimenting with system dynamics models to assist in this process. Once these hazardous human behaviors are identified, the system design might be changed to prevent or reduce their occurrence or, if this is not possible, prevention and mitigation strategies might involve training, monitoring for safety-critical deviations, and developing operator skills at judging when, when not, and how to adapt procedures to local circumstances.

     Just as operator behavior may degrade or change over time, so may other parts of the hierarchical safety control structure. An effective safety control structure at the beginning of a system lifecycle may become less effective at enforcing safety constraints as a result of asynchronous evolution of the components of the structure or eroding control mechanisms. Traditional hazard analysis techniques are static in nature, focusing on the ability of the system to avoid unsafe states given the current system design and its environment. In contrast, a STAMP-based hazard analysis assumes that systems are dynamic in nature and will evolve and adapt based on changes within the system and in its operating environment as well as economic pressures, tight schedules, and creeping expectations. A complete hazard analysis must therefore identify the possible changes to the safety control structure over time that could lead to a high-risk state. We believe system dynamics models can be useful in identifying migration of the system over time to states of elevated risk. This information can be used to prevent such changes through system design or, if not possible, generate operational metrics and auditing procedures to detect such degradation and to design controls on maintenance, system changes, and upgrade activities.

     Most hazard analysis techniques, such as fault tree analysis, are manual. Fault trees and other notations are simply the documentation of the final results of a brainstorming session that uses mental models of how the engineers think the system will work. There is no guarantee that different engineers are even envisioning the same system design and little help to assist them in the analysis process.  At the same time, design complexity in our current and planned systems-of-systems is starting to overwhelm our ability to do hazard analysis in our heads alone, resulting in some complex accident scenarios not being considered. STPA works on a concrete model of the system and is guided by a predefined set of factors that can lead to violation of safety constraints.  These aspects of STPA not only make the analysis process easier, but create the potential for a set of automated tools to assist the engineer in performing the analysis.

     Our first attempt to validate STPA involved comparison with an extensive fault tree analysis performed by MITRE on the TCAS II aircraft collision avoidance system.  The STPA analysis of TCAS II identified all the causal factors in the MITRE fault tree, plus potential system interaction problems that are difficult to describe using fault trees—including one that actually occurred in a collision of two aircraft over Switzerland last year. We are currently evaluating the practicality and effectiveness of the process by applying it to our current Draper-MIT CE&R contract and to other types of complex systems. Based on the early positive results, Safeware Engineering is designing and implementing a set of automated tools to support STPA with funding from a NASA SBIR grant. These tools will include ways to visualize system behavior, including the results of complex failures and dysfunctional interactions, to assist in identifying and analyzing the causes of hazards and modifying designs effectively and correctly.

V. STAMP-Based Safety (Risk) Assessment

     While the goal of hazard analysis is to understand the potential causes of unsafe system behavior, the goal of safety-related risk assessment is to provide an assessment of the behavior, either quantitative (such as probabilistic risk assessment) or qualitative (such as risk matrixes). Current approaches are all event-based and thus limited in their ability to handle common-mode and dependent failures; feedback and other non-linear relationships and emergent properties; software; cognitively complex human decision-making and interactions; and management, organizational, and societal factors in accidents. 

     The goal of risk assessment is not simply to provide a number but to provide the information to decision makers necessary to make decisions about design and operations. Quantitative information needs to be accompanied by information about how the number was derived and, most important, the underlying assumptions upon which the number was based. We are developing a new risk assessment approach based on STAMP. Our approach emphasizes the process of ensuring that the decision-makers understand the risks and their implications and, in addition, goes beyond the technical system to include the organizational safety culture and decision-making environment and their influences on the technical system. In contrast to the current focus on events in risk assessment, our approach uses constraints on component behavior and interactions as basic building blocks for our risk assessment and visualization techniques.

VI. STAMP as a Basis for a Comprehensive Risk Management System

The combination of STAMP-based accident and incident analysis, hazard analysis, and risk assessment techniques can form the basis for a powerful, comprehensive, and continuous risk management system. Systems dynamics plays an important role here. While during the development of the system it is possible to design the safety control structure to be robust to a wide range of disturbances and environment changes, it is impossible to predict ahead of time all the possible changes that could result in a future violation of safety constraints in a long-lived system or program such as the Shuttle or that envisioned for space exploration. Fortunately (and unfortunately), history has a tendency to repeat itself, and some of the adaptation mechanisms responsible for past aerospace accidents can be studied and captured in generic system dynamics structures. These structures can then be customized and applied to the system under consideration. 

We are designing a simulation-based, dynamic safety risk management system based on the STAMP model of accident causality. Our goals fall into three general categories: (1) prediction and change analysis; (2) safety and risk monitoring; and (3) facilitating learning.

The world is dynamic, evolving, and interconnected, but we tend to make decisions using mental models that are static, narrow, and reductionist. Decisions that might appear to have no effect on safety—or even be beneficial—may in fact degrade safety and increase risk. Risk management requires that system designers and policy makers are able to identify the dynamic adaptation modes that could gradually degrade the safety of the system, thus permitting the design and testing of inherently robust systems and high-leverage policies that will enhance sustainability and safety throughout the entire system lifecycle. System dynamics models make it possible to understand and predict policy resistance or the tendency for well-intended interventions to be defeated by the response of the system itself.    

A dynamic risk management system can be used upfront to support initial system design. It can also be used while the system is in operation to test and validate potential changes in the system safety control structure or operating policies. A STAMP-based simulation and visualization environment would allow examining the relationship between organizational decisions and system design (hardware, software, and operational procedures), which could be used in the analysis and understanding of system risk and resiliency. 

One of our research goals is to provide managers and decision makers with powerful tools to enhance their understanding of the dynamic feedback structure of a system, thus allowing a deeper appreciation for the system-level consequences of routine decision making. Accidents frequently result from a series of independent, seemingly safe decisions that, taken together, result in a violation of a system safety constraint. The longer time horizon available with a dynamic safety risk management system can help managers and administrators understand the safety consequences of daily decisions that are distant in space and time.

A second goal for a STAMP-based risk system is to facilitate the identification and tracking of metrics and monitoring procedures to detect increasing risk. A predictive model of the adaptation dynamics used in parallel with a set of meaningful system safety metrics derived from STAMP-based models could form the basis for a warning system that plays the role of the “canary in the coal mine,” alerting decision makers that the system is moving toward an unsafe state. 

Finally, achieving our ambitious space exploration goals will require optimal learning from each mission and the ability to apply lessons learned to future missions and system development spirals. STAMP, as illustrated in the analysis of the Titan/Milstar launch mishap, provides the power to understand the systemic factors involved in incidents and accidents and thus to enhance the learning from these events. A comprehensive risk management system needs to provide the tools for NASA and industry to create an organizational structure for space exploration that is self-reflective, self-analytical, sustainable, and capable of identifying and applying lessons learned.

VII. Conclusions

     More powerful, next-generation hazard analysis and safety risk assessment and management approaches are needed to meet the mission safety and mission assurance goals of the space exploration initiative in an affordable and effective way. This paper has presented a new model of accident causation that we believe can be used to meet these goals and to support more powerful methods to evaluate space exploration concepts and designs and to inform the engineering and management decision-making process. 
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� Almost identical words were used in the Ariane 501 accident report.8


� Again, this factor is similar to the Ariane 501 loss, where unnecessary software code was left in for consistency with the Ariane 4 design, which led to the loss of the launcher and its payload.8
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